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Abstract
Many automated decision-making systems in criminal justice, healthcare,

finance, and other domains follow the same logic: machine learning is used
to make predictions about people's future — who will commit a crime, pay

back a loan, fall sick, etc. — and those predictions are used to make decisions
about them. In this talk, I will explain why this type of automated decision

making has inherent, recurring flaws, resulting in widespread harm to
people. The talk is based on the paper Against Predictive Optimization and

the book AI Snake Oil.
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